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Abstract: Mapping is critical for an autonomous 
robot performing tasks in an unknown environment, 
which provides the environment information for task 
planning. Inspired by the presence of cells in the 
mammals’ brain that help mammals rapidly cognize 
the surroundings, considering visual ambiguity that 
may be happened indoors, an orientation-independent 
boundary cell model based on the boundary vector 
cells in the brain is proposed to tackle the obstacle 
information in the environment, and it is fused into a 
metric-topological map to represent the structural 
information which increases the functionality of the 
map. The simulation results show that the expression 
of boundaries or obstacles in the environment can be 
obtained through the firing rate of boundary cells, 
which enhances the information content of the map. 
Meanwhile, the algorithm can build a consistent 
representation of the environment with sensor noise 
and achieves a root mean square error of 11.42cm in 
a 16m×17m indoor environment, effectively 
calibrating the sensor drift error, and ensuring the 
accuracy of the map. 

Keywords: bio-inspired; mapping; 
metric-topological map; indoor robots 

1 Introduction 

In recent years, robots have been widely used in 
a variety of industries to execute tasks autonomously. 
Simultaneous localization and mapping (SLAM) is a 
critical technology for robots working in an unknown 
environment, which allows the robot to map the 

environment while running and then utilize the built 
map as the prior information for navigation. Thus, 
constructing a suitable map is significant considering 
the intention of the tasks and the working 
environment. As humans and many animals have the 
nature to explore and navigate in new environments, 
researchers are inspired to imitate this mechanism in 
robotics to enhance their mapping and cognitive 
ability. 

The spatial cognition mechanism in the 
mammal’s brain has been researched by 
neuroscientists for decades. Early in 1971, O’Keefe 
and Dostrovsky found that some cells in the rodent’s 
hippocampus are active only when the rat visit a 
specific location, which serves as an internal 
cognitive map, named place cells [1]. Based on this 
discovery, more spatial cells are founded. In the 
entorhinal cortex, a kind of neuron is observed 
activating at multiple specific locations which form a 
hexagonal grid in space [2]. These grid cells integrate 
the rat's self-motion information and provide the path 
integration function of brain navigation, while head 
direction cells respond to the movement of the rat's 
head facing, improving an animal's ability to solve 
spatial problems [3]. With the help of the directional 
information, the boundary vector cells which produce 
a high firing rate when the rat reaches the boundary 
of the test environment can generate 
direction-independent activity [4]. Through the 
coordinated activity of neural circuits between these 
cells, the positioning system in the brain is formed. 
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Current research on bio-inspired map 
construction methods can be divided into two 
groups: one group uses the place cells to code the 
whole environment which means that each site 
corresponds to a specific neuron. Arleo proposed a 
computational model based on head direction cells 
and place cells to achieve navigation in a 
two-dimensional small-scale environment [5]. Tian 
used competitive Hebbian learning to select grid 
cell subsets to generate place cell population 
activities, thereby obtaining a robot exploration map 
[6]. Instead of using the place cells only, Zhou 
proposed a new place cell representation under 
multi-information perception generated by a 
weighted fusion of visual-related and grid cells [7]. 
Tang established a cognitive map based on the 
functioning of the hippocampus and the entorhinal 
cortex [8]. Although these works have high biology 
fidelity, the complexity and required resources 
could increase greatly when working in larger 
environments, while the other group builds the map 
using a hybrid map model based on the episodic 
memory mechanism, which can be utilized in a 
large area. Milford proposed a metric-topological 
experience map that records the activity of cells in a 
representative place as an experience so that the 
map is more extensible [9]–[11]. In this system, 
because visual information is the only source of 
allothetic cues, many improvements to the visual 
system have been done to increase the reliability of 
the map when facing visual ambiguity. The 
FAB-MAP is introduced to deal with the changes 
over time [12]. In [13], an appearance-based 
frequency-tuned model is proposed, which converts 
visual input into saliency maps to reduce the 
influence of light. To avoid perceptual aliasing, a 
dynamic growing self-organizing map based on 
direction and feature parameters is introduced and 
gains a good performance in the office environment 
[14]. There are many other sources of information 
used by animals during navigation, such as Zeng 
proposed that local view information and motion 
information were introduced into HD-by-velocity 
cells and GirD-by-velocity cells, and the two types 
of cells were connected and the relocation was 

achieved according to attractor dynamics [15]. 
Based on the self-centered confidence map, Gupta 
generates the current positioning through 
multi-scale confidence superposition [16]. In 
addition, literature [17]-[18] points out that distance 
information extracted from tactile sense and audio 
can also be used for localization. However, there are 
a few types of research on using structural 
information. In BatSLAM, visual templates are 
replaced by sonar fingerprints [19]. But in their 
experiment, using only one type of source still 
could suffer from ambiguity. For example, the 
lidar-based method can hardly distinguish repetitive 
environments with similar structures [20]. In 
ViTa-SLAM, the local tactile information is saved 
as a histogram template and a slope distribution 
array in the node [21], but it is hard to extract the 
global structure from the map. In this paper, a novel 
cognitive map is proposed to increase the feature 
redundancy and functionality in the indoor visual 
ambiguous environment. An ego-allocentric 
modulation method is proposed to transform the 
egocentric lidar information into the allocentric 
boundary information so that the lidar information 
can be fused into the map in a more biological way 
to provide an absolute reference for the localization 
process. 

The rest of this paper is organized as follows. 
The computational model of navigation cells and 
the problem formulation are both introduced in 
Section 2. The whole mapping system including the 
ego-allocentric modulation and the cognitive 
map-building process is described in Section 3 and 
Section 4. The experimental results are 
demonstrated in Section 5. Finally, the conclusion is 
presented in Section 6. 

2 Preliminaries 

2.1 Pose cells model  

Since the activity of place cells and head 
direction cells indicate the rodent’s pose in the real 
world, a pose cell network is proposed to represent 
the belief of the agent’s current location and 
orientation [22]. To simulate the activity of the 
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above two cells, the pose cell network uses a 
three-dimensional continuous attractor neural 
network (CANN) which is a recurrent dynamical 
network that is presented to model the space-related 
cells in neuroscience[23]. The CANN consists of a 
group of attractors and the connections between 
them, while the connections’ weights are fixed and 
can be both excitatory and inhibitory. The activation 
of each attractor is continuous ranging from zero to 
one, which indicates the firing rate of the pose cell 
as well as the belief of the robot’s pose in this paper, 
and it is operated by the self-motion cues, and the 
activation changes from other connected navigation 
cells. 

The three dimensions of the pose cell network 
represent the plane coordinates (x, y) and the robot 
head facing θ , respectively. Due to the attractor 
dynamics of CANN, the activity in the pose cell 
network will converge to a single cluster, which is 
named the activity packet or energy packet. Thus, 
the attractor dynamics of the pose cell network can 
be represented as  

, , , , , ,
0 0 0

txy xy hs s s

x y i j k a b c ext
i j k

P P Iθ e j′ ′ ′
= = =

∆ = − +∑∑∑        (1) 

where , ,i j kP  and , ,x yP θ′ ′ ′∆  denote the activity level 

and the activation change of the corresponding cell, 
while the subscripts indicate the cell’s location in 

the network. xys  and ths  represent the side length 

of the CANN. , ,a b ce  is the fixed connection weight 

matrix between pose cells which activates 
neighboring neurons and suppresses the distant cells, 
while constant j  serves as the global inhibition in 
the network. Because the pose cell also connects 

with other navigation cells, extI  is introduced to 

represent the external excitatory input. As the 
internal connection weight is related to cells’ 
relative distance, the matrix is given by 
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where kp and kd are the variance constants, The 
inhibitory variance kinh is larger than the excitatory 
variance kexc, forming the Mexican hat function. 
And the indices a, b and c are the distances between 
cells in different dimensions. 

The activity packet in the network can be 
shifted by self-motion cues during path integration 
which is analog to the dead reckoning in a robotic 
system. If the self-motion signal only has the 
translation velocity, the activity packet would move 
within the x-y plane; If the angular velocity is not 
zero, the packet would shift along the θ axis. The 
magnitude of shift depends on the translation 
velocity v and angular velocity ω , which is 
calculated as follows: 

cos , coso x f x ox k v x k v xδ θ δ θ δ= = −      (3) 

sin , sino y f y oy k v y k v yδ θ δ θ δ = = −     (4) 

,o f ok kθ θδθ ω δθ ω δθ= = −             (5) 

 Here, x    is a floor function. xk , yk , and 

kθ  are the path integral constants. Thus, oxδ  and 

fxδ represent the integral and fractional part of the 

shift size along x-axes, respectively. The path 
integration process in the pose cell network can be 
expressed as follow:  
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, ,i j kα  is a residual component that is spread over a 

2 2 2× ×  cube to quantify the effect of the grid. 

2.2 Boundary vector cells model 

The firing rate of boundary vector cells is 
independent of the head direction, which means the 
receptive field of the cell is a specific distance and 
allocentric direction (such as south or east) in the 
world frame. Thus, the computational model of the 
i-th boundary vector cell’s firing rate is as follows : 

( , )i if g rδ θ δθ=                         (9) 

2 2
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2 2
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         (10) 

 Here, ( ),i id φ  is the receptive field of the 

cell, while ( , )r θ  denotes the location of boundary 

section in the polar coordinate, supposing the rodent 

is in the origin of the coordinate system. radσ  and 

angσ  are constant variances of distance and 

direction respectively, and δ  is the impulse 
function. Fig.1 shows the relationship between the 
boundary vector cell’s receptive field and the firing 
rate. 

Fig. 1  The boundary vector cell model[4] 

2.3 Local view cells model 

The local view cells model is an array of cells 
that record the visual information during 
experiments. The cell’s firing rate is related to the 
vision system which converts the visual input into a 
visual template and compares it with existing 

templates. The comparison results, including the 
absolute difference between input and database as 
well as the shift angle, activate the local view cell 
according to the index of templates. 

2.4 Problem formulation 

In mammals’ brains, the activity patterns of 
those navigation cells can generate episodic 
memory and are served as a cognitive map. In this 
paper, we refer to the experience map that is used in 
RatSLAM[9] to construct a metric-topological map 
that can be utilized for robots. The map can be 
described as a tuple: 

EM ,= E L                            (2) 

where { }1, , ne e= E  is a set of vertices and 

{ }1, , nl l= L  is a set of edges which denote the 

relative positional relationship between linked 

vertices. Each vertex ie  is an experience during 

running, which can then be defined as: 

{ }, , ,i i i i
ie P V B= p                      (3) 

where iP , iV , iB  are the state of pose cells, local 

view cells, and the boundary vector cells, 

respectively. ip  is the location of the experience 

node in the world coordinate system. 

3 System Framework 

To enhance the functionality and enrich the 
information of the map, this paper proposes a 
framework to combine the visual and lidar cues into 
the experience map. As shown in Fig.2, the 
framework consists of three threads for tackling 
different types of inputs. During the mapping 
process, the wheel odometry and onboard sensors 
record the idiothetic and environmental information 
and send them to the corresponding thread. Since 
the visual cues are transferred as images, the region 
of interest which is assigned manually is clipped 

 
Firing Rate   
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from the image and then downsize to calculate 
similarities and the offsets of head direction with 
existing templates using Sum of Absolute 
Differences (SAD). A local view cell is activated 
when there is a difference lower than the threshold, 
which means the robot sees a familiar appearance, 
while a new local view cell can be generated if the 
current appearance has never been seen. Meanwhile, 
the pose cell network is driven by the movement of 
the agent by path integration which has been 

described in section 2. As the lidar information is 
generated in a self-centered coordinate system, we 
propose an egocentric boundary cell model which is 
analog to the parietal window boundary coding 
(PWb) cells[25] found in the mammal’s brain to 
tackle it. The egocentric boundary cells' firing rate 
is then transformed into the allocentric pattern 
through the ego-allocentric modulation utilizing the 
orientation information in the pose cell network.  

Mobile robot

Experience map

Visual cues Lidar cuesSelf-motion cues

Similarity calculatoin

local view cells 
activation

Egocentric boundary 
cells activation

Allocentric boundary 
cells activation

Path integration 

Pose cells activation

 
Fig. 2  The framework of the proposed mapping algorithm (The dotted line indicates the 

transfer of orientation information) 
 

4 Methodology 

4.1 Egocentric boundary cells model and 
ego-allocentric modulation 

During operation, the data received from lidar 
at time t is an array of distances to obstacles 

1{ , , }t t tnl l= l  while each til  corresponding to a 

fixed angle which takes the agent’s orientation as 
the positive of the x-axis. Therefore, the structural 
information provided by LiDAR is self-centered. 
The egocentric boundary cells model is constructed 
to process it and every cell has its receptive field 

( ),ρ θ  which responds to the boundary section 

within it. According to the firing pattern of 

boundary cells, the computational model of a cell’s 
firing rate is described as follows [24]: 

22
1 exp expk k b k b

s
er

ρ

θ θ ρ ρ
ρ σ σ

     − −  = − −             

(4) 

where ( ),b bρ θ  is the coordinate of a 

boundary section in the robot coordinate system, 

while ( ),k kρ θ  is the receptive field of the k-th 

egocentric boundary cell [25]. The firing rate of a 
cell is proportional to the distance and orientation of 
the obstacle. 

Inspired by the gain-field circuit in the 
retrosplenial cortex [26], head direction cells 
provide a transformation between egocentric and 
allocentric representation, which is similar to the 
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transformation matrix used in traditional SLAM. 
Instead of directly providing the representation in 
the world coordinate system, the information is 
converted into the allocentric frame. When the robot 
is in the mapping process, the odometer information 
is integrated by the pose cells. Thus, the location of 
the centroid of the activity package in the theta-axis 
denotes the integral result of all historical 
orientations, which can be considered as the current 
robot's head direction. To simulate the function of 
the gain-field circuit, we propose a model to realize 
the ego-allocentric modulation with the help of the 
head direction information in the pose cell network 

HDθ . The firing rate of the allocentric boundary cell 

is as follows: 

( )
0

ocN
j i

a e i HD j
i

r r δ θ θ θ
=

= + −∑                (5) 

where iθ  and jθ  are the angular receptive 

field of the i-th egocentric and the j-th allocentric 

cells, respectively. ( )xδ  is the impulse function. 

Fig.3 shows the results of ego-allocentric 
modulation. According to the firing rate of 
head-oriented cells, the conversion from egocentric 
to allocentric firing rate is realized. 

 
egocentric            allocentric               egocentric            allocentric 
             (a) (b) 

Fig. 3  Results of ego-allocentric modulation 
(a) The robot is in a corner and faces northwest. (b) The robot moves towards the north. 

4.2 Experience map building 

In the mapping process, every vertex of the 
map contains the spatial information that the robot 
experienced at this location. Therefore, to save 
resources, an experienced node should be created 
when the perceived information has been largely 
changed, compared to the current node. In this 
paper, we use an experience similarity score S  to 
evaluate whether a node needs to be generated. 
Since the appearance in some places, like a long 
corridors, it’s inadequate to estimate the change 
using only visual cues. Meanwhile, when there is no 
node in the system that can sufficiently describe the 
current experience, it means either the robot is 
distant from the existed nodes or the appearance is 
changed. Thus, the states of pose cells and local 
view cells are applied to determine the score. The 

experience similarity score is calculated as follows: 

V V P PS S Sµ µ= +                        (6) 

where VS  and PS  denotes the similarity between 

the current states of pose cells and local view cells 
and the previous activity patterns preserved in the 

current experience node while Vµ  and Pµ  are 

the weight of corresponding cells. Considering the 
distance influence, the measurement of similarity of 
pose cells’ state is defined as follows: 

0,        2
2 ,  2P

d
S

d d
≥

=  − <
                      (7) 
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where are the coordinates of the centroid of the 
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largest activity packet in the pose cell network, 

( )' ' ', ,i i ix y θ  is the pose cell’s location which is 

connected with the currently activated experience 

node ie , and cr  is the distance constant. 

When the system receives external visual cues, 
the corresponding local view cells are activated, and 
the scoring metric of the corresponding local view 
cells is 

0,        
1,        

i curr

V i curr

V
S

V
 ∉

= 
∈

V
V

                 (9) 

where currV  is a set of currently activated local 

view cells, and iV  is the cell that is linked to the 

current experience node. Thus, if the experience 

similarity score is less than the threshold maxS , a 

new experience je  will be created and linked to 

the previously activated experience node. 

{ }, , ,i ij curr curr curr
j maxP V= + ∆p pe B          (10) 

where currP  is the index of the cell with the 
largest activity level in the pose cell population, and 

curr
maxV  is index of the most active local view cell. 

Meanwhile, currB  denotes the population activity 
pattern of allocentric boundary cells, which 
indicates that the firing rates of all cells are 
recorded. The firing rates are originally stored in a 
matrix, but to demonstrate the environmental 
structure intuitively, we transfer the data format as 
an image. In this population snapshot, cells are 
arranged in the polar coordinates based on their 

receptive fields. ij∆p  is a vector to describe the 

movement between the newly created and the 
previous experience nodes, which also means the 

length of the edge ijl  in the experience map.  
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If the robot revisits a place along an exit path, 
information in the edge is updated by averaging the 
odometry data: 

ij ij ij
new old currA B∆ ∆ ∆= ⋅ − ⋅p p p                (12) 
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( ) ( )2ij ij ij
curr old olds d d d∆ = +                (14) 

4.3 Map correction 

In the experience map, each experience node 
not only receives links from other experiences but 
also sends out links to one or more nodes. Therefore, 
the correction of the pose of each node needs to 
integrate the information of all the connected 
experiences. Thus, the implementation of correction 
is as follows 

( ) ( )
1 1

f tN N
i j i ij k i ki

j k
α

= =

 
∆ = − −∆ + − −∆ 

 
∑ ∑p p p p p p p (15) 

where α  is the correction rate constant, fN  is 

the number of links from experience ie  to other 

experiences, and tN  is the number of links from 

other experiences to experience ie . The correction 

of the map is iteratively applied during the 
operation, making the position of nodes in the map 
gradually approach a distribution that minimizes the 
average error of the trajectory. As a result, links 
between nodes also need to be updated to align with 
the change in orientation 
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 ∆ ∆ 

p p    (16) 

5 Experiments 

5.1 Experimental settings and criteria 

The dataset was generated using MATLAB, 
simulating a static two-dimensional indoor 
environment of 16m×17m. The output data of the 
camera, LiDAR, and odometry sensors are 
simulated. The frequency of all sensors is 10Hz. 
Camera data cannot be obtained directly in the 
simulated two-dimensional environment. In this 
paper, the environment is divided into 0.2m×0.2m 
grids, and the robot obtains the output of different 
visual templates in different grids. The motion of 
the robot follows the mode of walking against the 
wall, and its velocity follows the distribution: 

)05.0,1(N (m/s). When the robot runs in a straight 

line along the wall, the velocity follows the 

distribution: )01.0,1(N  (rad/s). When the robot 

reach the corner, the velocity follows the 

distribution: )01.0,1(0982.0 N  (rad/s). The 

LiDAR scanning rate is 400 points per turn, the 

angle increment is fixed to 0 9.  , and the additive 

noise on distance measurement follows the 
distribution: 

( )
( )laser

0,0.005 , 1.5
~

0,0.015 , 1.5
N d

noise
N d

≤
 >

         (27) 

During the operation, the robot moves along 
the same path, and the sensor data is released almost 
at the same time in the experiment, without 
considering the asynchronous problem. 

The generated test environment and data 
format are shown in Fig.4. 

 

 

Fig. 4  The test environment: (left) the visualization of the experimental environment; (right) the 
information of the dataset (the topics of egocues, odom, and vtid submitter to the LiDAR, 
odometry and camera outputs) 

 
Since the coordinates of the built map usually 

is not consistent with the given ground truth 
coordinate system, a transformation matrix S  is 
implied to align them. Therefore, the absolute 
trajectory error (ATE) for the i-th frame is defined 

as follows: 

1
i i i

−=F Q SP                             (28) 

where iP  represents the pose of the robot of the 
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i-th frame estimated by the algorithm while iQ  

represents the ground truth pose of the robot. 
However, when evaluating the performance of an 
algorithm, the root means square error (RMSE) is 
usually used to deal with ATE: 

( ) ( )
1
22

1:
1

1RMSE , trans
m

n i
im =

 ∆ =  
 
∑F F     (29) 

where ∆ represents the time interval and trans(Fi) 
represents the translational part of the absolute 
trajectory error. 

5.2 Results and discussion 

Fig.5 shows the comparison of the experience 
map built by the proposed method, the result of path 
integration in the pose cell network, and the dead 
reckoning trajectory based on the raw odometry 
information. The dead reckoning is suffered from 

sensor noise which leads to a large drift. Thus, it 
cannot form a consistent trajectory, and the 
inconsistency will affect robot localization and task 
performance. Since the path integration of 
self-motion information is conducted in pose cells 
which receive the calibration cues from local view 
cells, it can restore the real trajectory, but there are 
sharp changes in some positions, as shown in Fig.5 
A, when a closed loop is detected. Among them, the 
experience map achieves the best performance in 
consistency, which effectively correct the drift 
caused by sensor noise. As the rotational movement 
leads to a fast change in neurons’ states, more 
experience nodes are created when the angular 
velocity increases. In Fig.5 B, the density of the 
experience node in the up-left corner is much higher 
than in other places. 
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Fig. 5 Comparison of trajectory 
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Fig. 6  Comparison of absolute trajectory error; The index corresponds to the frame number of the camera. 

Since the frequency is fixed, the index is linearly related to the running time 

Fig.6 shows the comparison of the absolute 
trajectory errors of the three algorithms to construct 
the map. In the left column, as the cumulative 
displacement of time increases, the dead reckoning 
error also accumulates. While the path integration 
result has the largest error at first, with the robot’s 
repetitive visits, the performance is close to the 
experience map which realizes the loop-closure and 
calibrates the trajectory. Therefore, the error of the 
proposed method shows a periodic change and 
converges to a size of about 0.1m. Meanwhile, in 
the right column, the errors of the trajectories are 
calculated from the x and y directions, respectively. 
The errors of dead reckoning share the same pattern 
as before, while the errors of the path integration 
and the experience map fluctuate around a value. 
Additionally, in the y-axis direction, the path 
integration result shows two large jumps in the 
interval of (600, 800) and (1000, 2000), which are 
due to the loop correction illustrated in Fig.5 B, 
while the amplitude of the experience map is 
relatively stable. 

Table 1 shows the statistical data of absolute 
trajectory error of experience map, path integration, 
dead reckoning, and ground truth. It can be seen 
that the statistical results of the proposed method 

are better than the others in all three indicators. The 
span of the data set used in the manuscript is about 
4 minutes. If the method runs for a longer period, in 
the case of repeating the same trajectory, the 
odometer drift error, will generate a new experience 
node. When the existing experience node is 
matched again, the displacement error position 
introduced by the new experience node can be 
alleviated by the graph relaxation algorithm. This is 
due to loop-closure testing will be detected from the 
current experience node movement is triggered after 
a certain distance, by adjusting the parameters 
match experience node density and test environment 
after repeated several times track experience node 
has been very intense, under the condition of not 
introducing additional noise, the algorithm will no 
longer cause a new experience, so repeating the 
same motion can guarantee the same trajectory. 
Therefore, the proposed method will still have a 
good ability for map construction for a long time. 

Table 1 Comparison of absolute trajectory error 
 RMSE(m) Mean(m) Median(m) 

Dead-reckoning 0.4067 0.3372 0.3073 
Path integration 0.1340 0.1201 0.1201 
Experience map 0.1142 0.1015 0.0935 
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Fig. 7  The firing rate map of allocentric boundary cells in the mapping process 

Fig.7 shows the firing rate map of allocentric 
boundary cells in the environment during the entire 
robot operation process. In Fig. 7, the x-y plane is 
corresponding to the scaled coordinate system of 
the experience map and the z-axis is the firing rate 
of the cell with 

0 3.firingmap experiencex x= ∗ (m)             (30) 

0 3 5.firingmap experiencey y= ∗ + (m)          (31) 

Its left part shows the firing rate maps of cells with 
different receptive fields and the right column is the 
summation of cells’ firing rates. The upper one 
combines four cells whose receptive fields are:

( )1,0 , ( )1, 2p , ( )1,p , and ( )1,- 2p , while its 

lower part demonstrates the sum of cells with their 

receptive fields of ( )4,0 、 ( )4, 2p 、 ( )4,p  and 

( )4,- 2p . The centers of the receptive fields of the 

corresponding cells shown in Fig.7 A are (1, 0), (1, 
p/2), (1, p) and (1, -p/2), respectively. For a single 
orientation-independent boundary cell, it is 
activated only when there is a barrier in the 
receptive field. Because the robot is set to move 
along the wall, only one cell in this figure is 
activated in most cases. And since the shape of the 
receptive field is a Gaussian distribution, the firing 
rate is possible to be nonzero in the corner when the 

robot is close to the wall in this test. In Fig.7B, the 
upper part shows the population firing rate map by 
superposing the four figures shown in Fig.7A, while 
the lower part is similar to it but the radial receptive 
fields of the cell are changed to be 4. Considering 
that the distance between the trajectory of the robot 
and the boundary is ranging from 0.2m to 2m, the 
cells with a radial receptive field of 1m will obtain 
higher firing rates, so spatial relationships between 
detected obstacles and the robot could be indicated 
from the activation of cells. Thus, according to 
these two population firing rate maps, we can see 
the probability of the barrier’s existence at 1 or 4 
meters away from the robot’s current location. In 
the experiment, multiple boundary cells with 
different receptive fields are used, so a more 
accurate understanding and description of the 
environment structure could be obtained, which 
enhances the information on the map. 

6 Conclusions 

In this paper, aiming at the insufficient features 
in the existing map when working in a visually 
ambiguous environment, an allocentric boundary 
cells model is proposed in this paper, which is 
integrated into the experience map. Allocentric 
boundary cells generate the orientation-independent 
structural information through the head direction 
modulation, and their population activities are fused 
into the experience map which improves the 
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functionality of the map. Simulation shows that the 
proposed model can effectively reflect the boundary 
structure in the environment, and indicates the 
obstacle information on the map. At the same time, 
the algorithm can build a consistent representation 
of the environment with sensor noise and achieves a 
root mean square error of 11.42 cm in an indoor 
environment, which effectively corrects the drift 
and ensures the accuracy of the map. In the future, it 
is considered to build the connection between pose 
cells and every single boundary cell, and explore a 
sparser expression that makes it possible to 
spontaneously recover the firing rate pattern in the 
boundary cells population when activating the 
experience node, without storing a large number of 
connection weights. Meanwhile, it is intended to 
apply the experience map to path planning, so that 
the robot can judge the traversability of the path 
according to the boundary cell’s state. 
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